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ABSTRACT. This note is the final report of the project. It consists of an introduction to the project, followed by the results obtained and, finally, a list of the publications produced.

1. INTRODUCTION

One of the most commonly used approaches to model a system is that of using a probability distribution for the task. It has the advantage of having solid foundations and a large body of knowledge exists, which allows advanced reasoning with the model. For instance, one can compute posterior probability distributions conditioned on some observations made. However, this approach does not scale well unless the probability distribution encodes the independences that follow from the system being modeled. For the user to accept such a model, it is crucial that these independences are represented in a visual manner, e.g., by graphs. This is the motivation of an increasingly popular branch of computer science and statistics called (probabilistic) graphical models. It has the advantage that graphs are well studied and many of the operations that are required to reason with the probability distribution can be performed with the aid of the graphs efficiently.

There are two questions that need to be addressed before using a graph to represent the independences in a probability distribution or an arbitrary set of independences (also called independence model) for that matter. First, what type of edges to include in the graph (directed, undirected, bidirected) and, second, attach an interpretation to the (lack of) edges in the graph. When the edges in the graph are all directed / undirected / bidirected, the graph is called a Bayesian network (BN) / Markov network (MN) / covariance graph (CovGs). When the edges in the graph are directed and undirected or directed and bidirected, the graph is called a chain graph (CG). While there is consensus on the semantics of a BN, MN and CovG, there are three different interpretations of CGs in the literature, each with its own advantages and disadvantages. These are known as Lauritzen-Wermuth-Frydenberg (LWF), Andersson-Madigan-Perlman (AMP), and multivariate regression (MVR) interpretation.

BNs are undoubtedly the most popular of all the families of graphical models. However, any of the interpretations of CGs is to be preferred, since CGs are a superset of BNs and thus they are more expressive. However, expressiveness is not all that matters for the widespread use of a family of graphical models. It is equally if not more important that the family allows performing efficient learning and inference. That is, for the full expressiveness of CGs to be deployed in practice, one also needs efficient algorithms for reasoning with them, and efficient algorithms for learning them from data. This was the main objective of this project: To develop the machinery needed for CGs to take off. In our humble opinion, we think that we have contributed decisively to it.

We thank CENIIT for giving us the possibility of carrying out this project. Their funding was primarily used to cover part of my salary. This allowed me to devote more time to the supervision of my PhD student Dag Sonntag, co-author of many of the publications produced in this project. It also allowed me to collaborate with researchers at the University’s hospital, which resulted in some publications in the medical field. Finally, it allowed me to start a new line of research on algorithmic trading together with my recently recruited PhD student Marcus Bendtsen.
2. Results

In this section, we list the main results achieved in the project. The results have been split in four areas. The publications corresponding to each of the areas are listed in the next section.


- We have compared the expressiveness of the three different interpretations of CGs and characterize when an independence model represented by one interpretation can also be represented by the others.
- We have solved some formal issues that may have hindered the widespread use of AMP CGs such as the lack of an expression to factorize a probability distribution according to the CG, the lack of an efficient method to learn the parameters of the distribution, and the lack of an efficient inference method to reason with the distribution.
- We have shown that LWF and AMP CGs do not represent arbitrary independence models by showing that every model represented corresponds to the result of marginalization and conditioning in a causal model. For MVR CGs, this result is trivial.
- We have shown that LWF and AMP CGs do not represent arbitrary independence models by showing that every model represented corresponds to some discrete and continuous probability distribution. For MVR CGs, this result is trivial.
- We have quantified how much more expressive CGs are compared to BNs and MNs.
- We have combined AMP and MVR CGs into a new family of graphical models that we call marginal AMP CGs (MAMP CGs). We have shown that there are independence models that can be represented by the new family but not by AMP or MVR CGs.

2.2. Chain graphs: Learning.

- We have proposed efficient learning algorithms for AMP and MVR CGs under the assumption that the learning data has been sampled from a probability distribution that is faithful to an AMP or MVR CG, respectively. That is, the sampled distribution has all and only the independences represented by the CG.
- We have proposed an efficient learning algorithm for LWF CGs under the assumption that the learning data has been sampled from a probability distribution that satisfies the so-called composition property. This assumption is much weaker than the faithfulness assumption. For instance, every regular Gaussian distribution satisfies the composition property assumption but not necessarily the faithfulness assumption. Unfortunately, such an efficient algorithm cannot be developed for AMP and MVR CGs since they do not satisfy the so-called Meek's conjecture. We proved Meek's conjecture for LWF CGs, which was a crucial step to develop the mentioned learning algorithm.
- We have developed an algorithm for learning LWF CGs without any assumption about the sampled probability distribution. The new algorithm is based on answer set programming and performs an exhaustive search over the whole space of CGs efficiently. However, scalability is an issue. This is the price to pay for the lack of assumptions.
- We have proposed an efficient learning algorithm for MAMP CGs under the faithfulness assumption.

2.3. Chain graphs: Biomedical applications.

- We have written a review chapter on graphical models for representing gene networks. We have argued why CGs are to be preferred.
- We have developed a system based on BNs to predict the risk of a cardiac event. Unlike other similar systems, ours is patient-specific in the sense that the system recommends the next measurements to collect so as to optimize the prediction for the patient being treated. This is a collaboration with researchers at the University’s hospital.

2.4. Other topics.

- We have shown how to read dependencies off different families of graphical models, whose original goal is to represent independences. In other words, we have characterized the dependencies that follow from the independences not represented by the model.
We have shown how to obtain a consensus graphical model from the individual models provided by different experts or obtained from different learning datasets. The goal is to obtain a single model that only represents independences represented by all the individual models, and as many of them as possible.

Together with my PhD student Marcus Bendtsen, we have started investigating the benefits of graphical models for algorithmic trading, i.e. the detection of optimal points in time to buy and sell stocks. For this purpose, we have introduce a new family of graphical models called gated BNs that allow us to represent dynamic systems consisting of a recurrent non-deterministic sequence of phases or regimes.
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